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1. Use of Cloud Services in Japan

Use of Cloud services

Breakdown of uses of Cloud services

Source: 2021 White Paper on Telecommunications

The use of Cloud services is increasing year after year. 
As workstyles are changing, use of Cloud services is 
expanding while they are used for business at a full scale.

As a result, Cloud networks are subject to more and more requirements every 
year. Customers want safety and security most commonly.

2020
(n=2,217)

2019
(n=2,115)

2018
(n=2,107)

2017
(n=2,570)

2016
(n=2,071)

2020 (n=1,593)
2019 (n=1,445)

Storage of files/data sharing

E-mail

Internal information sharing/portal

Schedule sharing

Salary, financial & accounting, personnel affairs

Data backup

Support to sales & marketing

E-learning

Information sharing with business partners

Project management

Order taking and sales

System development, website construction

Production management, logistics management, 
store management

Purchase

Authentication system

Billing/settelement system

Research and development

OtherUsed by the entire 
company

Used by the entire company Used by some of the business offices/units. Planning to use in the future. 

Not using and no plan to use. Have little idea of Cloud services.

Uses of Cloud services
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2. Changes in Closed Network Traffic for Cloud Services

4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q

2014 2015 2016 2017 2018 2019 2020 2021

IN OUT

Jan. 2015
The IIJ Cloud Exchange Service
for Microsoft Azure ExpressRoute

Sept. 2016
The IIJ Cloud Exchange Service
for AWS Direct Connect

Mar. 2021
The IIJ Cloud Exchange Service

for Oracle Cloud 
Infrastructure FastConnect

May 2019
The IIJ Cloud Exchange Service
for GCP Partner Interconnect

Dec. 2019
The IIJ Cloud Exchange Service
for Microsoft Azure Peering Service

Q4  Q1  S2  S3  S4  Q1  S2  S3  S4  Q1  S2  S3  S4  Q1  S2  S3  S4  Q1  S2  S3  S4  Q1  S2  S3  S4  Q1  S2  S3  S4
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4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q

2014 2015 2016 2017 2018 2019 2020 2021

IN OUT

3. Changes in Required Roles of Networks

The use of business-related systems has been growing while the increase in 
Cloud traffic has been stabilized. What clients want now is safety, security,

broader bandwidth, and for busy seasons, flexibility.

While the Cloud traffic in varied services started to increase around 2016, 
the COVID-19 pandemic of 2020, which changed workstyles, accelerated the 
transition to Cloud networks for information systems, leading to the significant 
increase of traffic.
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4. Technology for Cloud connectivity

IIJ provides Cloud connections using technology cultivated on the Internet.
• High redundancy secured for connections with Cloud service providers, such as East-West redundant configuration 

and different routes for cable.
• For path exchange, dynamic routing protocol (BGP) tuned on an individual basis.
• Flexible response to respective connection specifications of Cloud service providers.
• Technological communications and cooperation carried out with a direct path to persons in charge from Cloud 

service providers.

Announcement on 
maintenance to be 
conducted during 
business hours of 

Japan

Routes suddenly 
disappear

Portal 
specifications 

suddenly changed, 
presence of bugs

Network 
specifications 

suddenly changed

Possible issues in the case of multi-Cloud:
• The number of routes may be limited.                and more.

Possible issues in the case of Cloud:
• Specifications changed suddenly.
• Release accompanied by trial and error.
• Problems of unknown cause persist.              and more.

However,

IIJ continues to handle such issues that happen every day.

For instance,
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5. Summary

Today, networks need broader bandwidth and flexibility 
in addition to stability and security as the full-scale adoption of 
Cloud services is taking place.

IIJ offers services that allow high-quality connections to Cloud, 
using technology cultivated through Internet. We have developed 
new network infrastructures to realize broader bandwidth
and flexibility.

Now, let me present IIJ’s new service using the new network 
infrastructure

IIJ Private Backbone Service/Smart HUB.
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Details of New Network Services

Internet Initiative Japan Inc.
Yuhei Onohara, General Manager of Network Service 2 Division
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1. New Issues with Networking Accompanied by the Promoted Use of Cloud Computing Systems

Smart HUB

Along with Cloud adoption, unexpected issues rose to the surface one after another.

Status quo: Networks are not ready for increased use of Cloud services.

Future: Broader bandwidth for and seamless access to 
various Cloud services required!

Increasing use of Cloud computing systems and
rapidly growing traffic

User

Use the existing environment to realize broadband connections to varied Clouds

IIJ DC

User

Internet

Concerns about stability and security

Complication of bandwidth, operation, and management

Broadband readiness and flexible resource control

Stable connections and higher security

Less burden of operation and management

Increased communications

Access via the Internet

IT manager

Client’s network

IT manager
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1. What Is Required for Cloud Connections?

 Ability to flexibly respond to broader bandwidth 
connections

 Ability to offer options of configurations with 
high stability and expandability

 Less burden of operation and management

WAN 
connections

Individual 
rack

Data center

WAN 
equipment

on-premises 
connections

IIJ Private Backbone Service/Smart HUB

Cloud 
connections

NAPT

Broader bandwidth connections

Rapid increase of 
traffic!

Microsoft
Services Dynamics

365
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2. Outline and Features of the Service

IIJ Private Backbone Service/Smart HUB
Offers Cloud connections with higher performance

Feature

1

Feature

2

Feature

3

Online free bandwidth assignment

Broadband connections to varied Clouds

Combined proposals through coordinated use of many different services of IIJ

IIJ Private Backbone

Smart HUB

On-premise

Control panel
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2. Outline and Features of the Service
1: Ability to Flexibly Offer Broadband Connections

Ready for broadband Cloud connections.
Able to assign bandwidths online freely.

Smart HUB
On-premise 
setting

Bandwidth pool:
100 Gbps at Max.

Broadband Cloud connections

 Permits seamless broader bandwidth connections to Cloud connectivity that are rapidly 
increasing.

 Permits bandwidth assignment to varied Clouds in increments of 10 Mbps.
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IIJ Private Backbone

2. Outline and Features of the Service 
2: Ability to Flexibly Offer a Redundant Configuration (DR Configuration) in West and East Japan

Service facilities in Tokyo and Osaka
Private Backbone realizes secure and stable communications in inter-region communications.

IIJ Smart HUB 
Osaka

IIJ Smart HUB
Tokyo

Client's base
Client's base

Western Japan region

East-West redundant 
configuration

 IIJ Private Backbone will take full care of communications between Smart HUBs for stable service 
provision.

 Flexibly meets a need for East-West zone redundant configuration with no cost of inter-region 
communications.

Eastern Japan region

Smart HUBSmart HUB
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2. Outline and Features of the Service 
3: High Affinity with IIJ’s Services

Ensures high affinity with the existing services of IIJ and permits flexible 
combinations of services.

Offers the digital workplace environment service.

 Realizes the optimal digital workplace environment via links with varied IIJ’s services.

インターネット

Secure Web 
Gateway

Endpoint
(Antivirus 
features)

CASBEndpoint
(IT asset 

management)

ID linkage
Enhanced 

authentication
ID

PW

AD/WSUS/
server

Remote accessCloud proxy Virtual desktop

Digital workplace

Internet

IIJ Private Backbone Service Smart HUB

High affinity
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3. Major Functions Offered

■ Basic functions

NAPT / Static NAT / FW

IIJ Private Backbone

Connections to IIJ Private BackboneBandwidth pool (pay-per-use)

■ Optional functions
Cloud connector porton-premises connector ports

Connections are provided 
as standard.

Users can set the upper limit to 100 Gbps at maximum.

Users can assign bandwidths to each port in increments 
of 10 Mbps.

Control panel

Users can change settings of 
resources.

Connections to client's base Connections to varied Clouds Can be additionally installed for each of optional 
ports.

Plan to expand functions (e.g., readiness for Clouds and security function) 
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4. Technology to Realize: The Past Efforts

Various functions have been provided on IIJ’s Cloud since around 2015.

Virtualization of a 
router

Conceptual scheme of Omnibus service 
architecture

 Abundant track record of NFV environment construction and operation realized still higher performance!

IIJ Omnibus service

*NFV (Network Function Virtualization):

The technology virtualizes the networking function that used to be installed on special equipment and installs the function on a general-purpose server as software. 

Physical server

Physical 
switch

Virtualized switch

HQ branch branch

Third party Cloud 
services

IIJ Omnibus portal

Internet
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4. Technology to Realize: The Current Efforts

A new infrastructure dedicated for broadband connections has been 
constructed.
IIJ Virtualization eXchange (IIJ VX)

L2 DomainL2 Domain
User’s on-premise 

setting
External 

Cloud
L2 Domain Azure

M365

AWSVirtual host Virtual host

New NFI/virtual server infrastructure for broader bandwidth

New networking infrastructure (IIJ VX)
IIJ POP IIJ POP

New 
installation

The full utilization of the new networking infrastructure (IIJ VX)

 Cisco ACI (Application Centric Infrastructure), SDN solution for data center from Cisco 
Systems G.K., employed. 

 Interconnects the POP and virtual server infrastructures that terminate user environment 
with external Clouds to realize broadband/large-capacity connections from user 
environment to Cloud services.
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4. Technology to Realize: The Current Efforts

Virtual router

Virtual switch

Virtual router

Virtual switch

Physical NICPhysical NIC

Virtual 
NIC

Virtual 
NIC

Physical switch

Virtual 
router

Virtual 
router

Physical NICPhysical NIC
VF

Physical switch

VF

Realization of broadband connections with virtual router
General virtual infrastructure

Broadband routers constructed for each user on a virtual server infrastructure

Significant 
improvement of 

performance

Bottleneck

Realization of broadband virtual infrastructure

Bottleneck

There are bottlenecking 
sections Elimination of bottlenecks

 vSRX Virtual Firewall from Juniper Networks, Inc. employed.
 Limitations to operation and restrictions on function enhancement reduced through accommodation of a virtual 

router for each user. Such limitations and restrictions used to arise from accommodation of plural users in a 
physical router (collective equipment).

 Physical NIC directly mounted from a virtual router to avoid bottlenecks for a virtual switch.

Direct 
mounting
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5. Assumed Use Cases (1)

Internet

Smart HUB
Existing DC

Shortage of 
bandwidths

Premises

Existing gateway

Internet

Existing DC

Premises

Existing gateway

To transfer increasing communications addressed to Clouds without 
changing the existing environment

Before After

Connected via 
IIJ DC

 Connections with the existing networking environment by Smart HUB. Only Cloud connections to be broken 
out.

 No need for troublesome routing management and equipment enhancement for a large quantity of sessions.
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To control bandwidth addressed to Cloud flexibly as needed

5. Assumed Use Cases (2)

Internet

Existing DC

Premises

Existing gateway

Smart HUB

2 Gbps 3 Gbps

Bandwidth
switching

3 Gbps 2 Gbps Cloud connector port
Type M

Cloud connector port
Type A

Operation of control panel

Managing user

 Control panel permits on-demand assignment of bandwidth on an as-needed basis.
 Flexible response even to the uses accompanied by the sudden occurrence of large-

capacity communications.



22

5. Assumed Use Cases (3)

Realization of a seamless digital workplace

 Construction of the optimal digital workplace environment enabled by 
cooperation with Private Backbone and combination with many different 
services of IIJ.

AD linkage

Offices

Type A 

Internet

Cloud proxy service

IIJ Private Backbone Service (PBS)

On-premise connection port Flex mobility service/2TNA

The Cloud assigns communications and provides Internet 
GW. The cooperation between PaaS AD service and Azure 
AD realizes the optimal DWP environment.

Realizes the next-generation remote access environment 
with the ZTNA function that permits access control, 
monitoring, visualization, and troubleshooting as well as 
secure comfortable VPN connections.

Managed FW 
service

Directory service 
for Microsoft

Cloud connection report 

Type M
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6. Summary

 The infrastructure to be totally renewed in anticipation of future possibilities and expandability!

 Flexible provision of stable broadband connections through connection between on-premises
and varied Clouds!

 Provision of DWP service along with many different IIJ services!

Predicated future 
function enhancement

Broader Internet 
connectivity

Enhancement of control 
panel functions

VPN edges for 
boarder bandwidth

Countermeasures to 
FW/DDoS attacks

Boarder bandwidth 
for WAN

Log search
tools

visualization

Various CloudVarious Cloud
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Disclaimer
Statements made in this presentation regarding IIJ’s or managements’ intentions, beliefs, expectations, or predictions for the future are forward-looking statements that 
are based on IIJ’s and managements’ current expectations, assumptions, estimates and projections about its business and the industry. These forward-looking 
statements, such as statements regarding revenues, operating and net profitability are subject to various risks, uncertainties and other factors that could cause IIJ’s 
actual results to differ materially from those contained in any forward-looking statement.


